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ABSTRACT
Today control is required in any field or application. Nowadays, classic control is the most used, but it is well-known that users need to know the system’s characteristics to reach optimal control. This paper is focused on designing a proportional integral derivative control, based on a single artificial neural network with the aim to improve its performance and its use with minimal control knowledge from the end user. The proposed control was assessed with simulated and practical physical systems of first and second order. In order to increase the confidence of the intelligent sensor control, the evaluation was made using the classical test of control response of a step as input. The proposed control was implemented on an intelligent sensor with a small microcontroller. Also, the performance was compared between the proposed control and a commercial control. Here, an intelligent sensor is presented with control capability for a wide variety of physical systems. The experiments performed demonstrated the capability of the proposed control, which can be easily used and save time at the initial control set up.
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RESUMEN
Hoy en día el control es requerido en cualquier área o aplicación. En nuestros días, el control clásico es el más utilizado, pero para alcanzar un control óptimo, éste requiere que los usuarios conozcan las características del sistema a controlar. Este documento está enfocado en el diseño de un control proporcional derivativo basado en una sola red neuronal, con desempeño del control mejorado y que su uso requiera de mínimos conocimientos de control. El control propuesto fue evaluado utilizando software para simulación, sistemas físicos de primer orden y segundo orden reales. Con el fin de incrementar la confianza del control propuesto, se evaluó el desempeño utilizando técnicas de control clásico, la respuesta a una entrada escalón. El control propuesto se implementó en un sensor inteligente que utiliza un microcontrolador. El desempeño del control propuesto se comparó con un control comercial. También, aquí se presenta un sensor inteligente con capacidad de control que puede mantener en control una amplia variedad de sistemas físicos. Los experimentos realizados demuestran la capacidad del control propuesto, el cual puede ser utilizado fácilmente y ahorrar tiempo en el trabajo inicial de sintonizar el control.

1. Introduction

Nowadays, technology is candidate to be called smart [1]. In particular, the term “smart sensors” originated from different opinions [2-4]. The Institute of Electrical and Electronics Engineers (IEEE) organization has made the effort to create the standard IEEE 1451 in order to uniform this concept [1]. An interesting point of view about the concept of smart sensor is that about its functionality listed as: compensation, processing, communication, integration, validation and data function as it was summarized in [5]. If the sensor includes a larger number of functionalities, it will be more intelligent [6]. Due to the importance and broadness of these functionalities, they are considered individually. This paper is focused on the processing functionalities of intelligent sensors, processing task that involves signal conditioning, signal conversion, logic functions, data reduction that is used to enhance the received signal, and decision making in conjunction with other signal types from other sensors [6]. Cases of processing functionality, as example, can be reviewed elsewhere [7-12]. In order that an intelligent sensor can be capable of taking decisions, is necessary a special control algorithm with features of easy implantation like low computational requirements,
adaptive, simple, reliable, and so on. In the literature about control, there is diverse work related with proportional integral derivative (PID) control because most of the industrial controllers are still using PID algorithms. To facilitate PID control, it makes extensive use of intelligent tools that have been developed to assist engineers to achieve the best overall PID control [13]. Some control problems can be solved using proportional integral (PI) algorithms [14-15]. Now is required to do control across networks and different examples can be found in literature as the PI algorithm with adaptations to work on transmission control protocol (TCP) [15], the effective mobile sensor control method [16] or the wireless control system closed over wireless local area network [17]. We can see how control requirements are not limited to industrial applications; now they can be found in important environmental care applications [18].

Intelligent control using artificial neural networks (ANN), fuzzy logic or both have been used as alternative to solve all problems instead of classic control. For example an integrated intelligent control based on fuzzy logic for controlling the calorific value and pressure of the mixed gas is presented in [19] or the fuzzy logic control based on quality of the service management [20]. A lot of works for control based on ANN can be found in literature, such as the control based on ANN for a mobile inverted pendulum [21], or the uses of ANN to tune the parameters of a PID controller [22-24]. Another control based on ANN applied to induction motor control is presented in [25]. Efforts to make adaptive control to control linear and nonlinear systems are shown in [26, 27] or the proposal of [28] using ANN to build a predictive control. As well known, the PID control with fixed gain, after a long time of system operation has the disadvantage of not working properly due to system parameters variations. In order to solve this problem a combination between ANN and PID controller [22-24, 29] has been proposed.

Nevertheless, PID controller is simple and combined with ANN most of its disadvantages have been solved such as all the cases that can be found in literature of recent controllers based on the classical PID control as the adaptive PID control using a single neuron [30-43] all those works are focused on solving specific control problems for a particular plant, in some cases is not clear the activation function that was used [30, 32, 35, 36, 37, 39, 40, 41, 43], beside, is not clear which was the criteria to choose the initial parameters because in all the examples [30-43] the initial parameters are based on simulation. Therefore, it is necessary a special analysis and study over those algorithms in order to clarify its capabilities and to make the appropriate evaluation to determinate if the adaptive PID control using a single neuron can be a solution to be used on intelligent sensors.

In this paper is presented the design of an adaptive PID based on a single artificial neural network algorithm (PID-SANNA). A methodology to evaluate its performance was based on classical control criteria, the evaluation of the response to a step as input of reference using first and second order plants was done. The computational requirements were calculated, the practical implementation was done on an intelligent sensor with a small eight bits microcontroller. The final probe was done over a RC network, a current direct motor and an oven as physical systems. Finally, the topology of an intelligent sensor network with the capability of monitoring and controlling a variable with minimal overall setup from a non-expert in control knowledge.

2. Design of a pid based on a single neuron algorithm for intelligent sensors

As mentioned above, five functionalities for intelligent sensors have been defined: compensation, processing, communication, integration, validation and data function. This work is focused on the processing functionality, described as the ability to provide the most relevant information in an efficient representation to the communication interface. This processing task involves signal conditioning, signal conversion, logic functions, data reduction that is used to enhance the received signal, and, decision making in conjunction with other signal types from other sensors [5]. Now, the basic idea is to design a control algorithm that is simple, reliable and has low computational requirements that can be used in intelligent sensors with minimal set up requirements, so that users with low knowledge in control theory can use it.

If considering the basic loop control with unitary feedback shown in Figure 1, using $z$-transform
the traditional PID digital algorithm $G_D(z)$, can be described as [44]:

$$U(z) = \left[ K_p + \frac{K_i}{1-z^{-1}} + K_d(1-z^{-1}) \right] E(z)$$

(1)

Where $E(z)$ is the error signal calculated as $E(z) = R(z) - Y(z)$, the signal reference $R(z)$ minus system condition $Y(z)$. $K_p$ is the proportional gain, $K_i$ is the integral gain and $K_d$ is the derivative gain. These gains are related as follows: $K_p = K - \frac{KT}{2T_i}$, $K_i = \frac{KT}{T_i}$ and $K_d = \frac{KT}{T_d}$, where $K$ is the gain, $T$ is the sample time, $T_i$ is the integration time and $T_d$ is the derivative time.

Applying the inverse $z$-transform to Equation (1) the PID algorithm in discrete time $u(kT)$ or the sequence $u(k)$ can be obtained by (2).

$$u(kT) = u(kT-1) + K_p \left[ e(kT) - e(kT-1) \right] + K_i e(kT) + K_d \left[ e(kT) - 2e(k-1) + e(kT-2) \right]$$

or

$$u(k) = u(k-1) + K_p \left[ e(k) - e(kT-1) \right] + K_i e(k) + K_d \left[ e(k) - 2e(k-1) + e(k-2) \right]$$

(2)

where $e(k)$ is the error between the set point $r(k)$ and the physical system state $y(k)$, computed as:

$$e(k) = r(k) - y(k)$$

and $k = 0,1,2,...$

---

**Figure 1. Loop of classic control.**
As can be seen, the algorithm described in equation (2) is simple. However, as is well known, the main problem is tuning the $K_p$, $K_i$ and $K_D$ according to the plant features in order to get optimal control. Besides, the plant features across the time can vary and then it is necessary to readjust these parameters. The user’s knowledge about control theory is required most of the time. Then the PID algorithm is not the solution for the requirements mentioned before.

Using ANN for auto tuning $K_p$, $K_i$ and $K_D$ gains is a good solution for solving the PID problems. A PID based on one single ANN algorithm [30-43] is analyzed and its design will be improved. Its topology is shown in Figure 2.

Equation (2) can be rewritten as:

$$u(k) = u(k-1) + K_p x_1(k) + K_i x_2(k) + K_D x_3(k)$$

(4)

where $x_1(k)$, $x_2(k)$ and $x_3(k)$ are:

$$x_1(k) = e(k) - e(kT-1)$$
$$x_2(k) = e(k)$$
$$x_3(k) = e(k) - 2e(k-1) + e(k-2)$$

(5)

These variables are multiplied by the weights $w_i(k)$ and the results are the neuron input to get the summation function $I$ as:

$$I = \sum_{i=1}^{3} x_i(k) w_i(k)$$

(6)

Using the Hebbian rule, weights values are incremented by the factor $\Delta w_i$ to train the neuron:

$$\Delta w_i = \eta_i x_i(k) e(k) u(k)$$

(7)

For $i = 1, 2, 3$ where $\eta$ is the learning factor.

The new value $w(k)$ is:

$$w_i(k) = w_i(k-1) + \Delta w_i(k)$$

(8)

In order to limit the values of $w_i(k)$ to finite values, the new weights are computed using:

$$w_i(k) = \frac{w_i(k)}{\sum_{j=1}^{3} w_j(k)}$$

(9)

The symbol $\|\|$ denotes Euclidian norm.

For the neuron output $\Phi(I)$, a nonlinear activation function was selected; the hyperbolic tangent to get:

$$\Phi(I) = A_{\text{max}} \frac{1-e^{-I}}{1+e^{-I}}$$

(10)

The original maximum value of this function is from -1 to +1 as value of $A_{\text{max}}$. This maximum value can be escalated to any value.

Now the output $u(k)$ of the new proportional integral derivative, based on single artificial neural network algorithm (PID-SANNA), can be expressed by the following equation:

$$u(k) = u(k-1) + \Phi(I)$$

(11)

for $k = 1, 2, 3, \ldots$

Then the PID-SANNA can be summarized as follows:

a) Initial values $\eta_1, \eta_2, \eta_3, w_1, w_2, w_3$ and $r$ are required.

b) Using Equation 3, the error $e(k)$ is computed.

c) With Equation 5, the values of $x_1(k)$, $x_2(k)$ and $x_3(k)$, are obtained.

d) The output algorithm $u(k)$ is computed by Equation (10) plus $u(k-1)$.

e) Using Equations (7) to (9), new values for $w_1, w_2$ and $w_3$ are obtained.

f) The new control effort $u(k)$ in computing using Equation (11), is applied to the system and then goes to step b).
2.1 Initial parameters selection and evaluation of PID-SANNA

Using physical systems models of first and second order simulation software, the initial parameters were obtained and evaluation of the PID-SANNA was done.

First, systems of first order were used and changes to its delaying time \( \tau \) in values of 0.0047 s, 0.047 s, 0.1551 s, 0.2209 s and 0.47 s were made. After a few simulations, the initial values for the algorithm were selected as: \( w_1(0) = 1 \), \( w_2(0) = -0.5 \), \( w_3(0) = -0.5 \), \( \eta_i = 0.1 \), \( \eta_i = 0.01 \) and \( \eta_i = 0.001 \). As is desired that the \( \Phi(I) \) reach values between -5 to 5 the value of \( A_{\text{max}} \) in Equation (8) was defined in 5. In order to evaluate the response to the classical control test, the reference input \( r(k) \) or set point of a step of 100 units was selected. The response to step of the control system of Figure 2 is shown in Figure 3.
Second, a typical second order model was used as physical system or plant. The transfer function equation in s-transform that describes the system is:

\[
H(s) = \frac{w_n^2}{s^2 + 2\zeta w_n s + w_n^2}
\]  

(12)

Where \(w_n\) is the system natural frequency and \(\zeta\) is the damping ratio. Then, plants with this features were simulated using \(w_n = 1\) and the damping ratio varied in the range from 0.1 to 1.0, \(0.1 < \zeta < 1.0\), in increments of 0.1. Figure 4 shows the simulated plants.

After a few simulations, the initial values of the algorithm where selected as: \(A_{\text{max}} = 5\), \(w_1(0) = 100\), \(w_2(0) = -50\), \(w_3(0) = -20\), \(\eta_1 = 1\), \(\eta_1 = 0.5\) and \(\eta_1 = 0.5\). In order to evaluate the response to the classical control test, the reference input \(r(k)\) or set point of a step of 100 units was selected.

The response to the step of the PID-SANNA control system, Figure 2, did not work properly with second order plants, which \(\zeta < 0.4\) and works properly with plants where \(0.4 \leq \zeta \leq 1.0\) as shown in Figure 5.

![Figure 4. Second-order physical systems with 0.1 < \(\zeta\) < 1.0.](image-url)
An important parameter to evaluate the step response of a control system is the overshoot that is presented in the system output, in Figure 6, the overshoot value for second-order plants with $0.4 \leq \zeta \leq 1.0$, is shown. As can be observed, it is less than 5% and for a lot of practical cases, this value is acceptable.
2.2 Physical implementation of the PID-SANNA.

The hardware used to build the intelligent sensor with the PID-SANNA was an 8 bits microcontroller, with 64 Kb of memory, analog to digital converter (ADC) of 10 bits, digital to analog converter (DAC) of 8 bits, the clock of 20Mhz and communication under Control Area Network (CAN 2.0), this is shown in Figure 7.

![Diagram of Intelligent Sensor with PID-SANNA](image)

Figure 7. Intelligent sensor with PID-SANNA. a) Architecture b) Physics prototype.
2.3 Tests on real cases of PID-SANNA.

For the practical evaluation of the PID-SANNA, three physical systems were used: a RC network, a motor of direct current (DC) and a oven, each experiment described as follows:

a) The RC network was used to evaluate the PID-SANNA performance. The dynamic performance of RC network is as first-order system, changing the values of the resistor and the capacitor the delay time \( \tau \) was changed in the range from 0.0047 s to 0.47 s, as shown in Table 1 and the unit step response in open loop is shown in Figure 8.

<table>
<thead>
<tr>
<th>System model ( G_P(s) )</th>
<th>Resistor (( \Omega ))</th>
<th>Capacitor (( \mu F ))</th>
<th>( \tau ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_{P1}(s) )</td>
<td>100</td>
<td>47</td>
<td>0.0047</td>
</tr>
<tr>
<td>( G_{P2}(s) )</td>
<td>1000</td>
<td>47</td>
<td>0.0470</td>
</tr>
<tr>
<td>( G_{P3}(s) )</td>
<td>3300</td>
<td>47</td>
<td>0.1551</td>
</tr>
<tr>
<td>( G_{P4}(s) )</td>
<td>4700</td>
<td>47</td>
<td>0.2209</td>
</tr>
<tr>
<td>( G_{P5}(s) )</td>
<td>10000</td>
<td>47</td>
<td>0.4700</td>
</tr>
</tbody>
</table>

Table 1. RC network values.

![Image of Figure 8](image_url)

Figure 8. Step response in open loop of first-order systems:
(a) = 4.7 mS, (b) = 47 mS, (c) = 155.1 mS, (d) = 220.9 mS, (e) = 470 mS.
b) The features of the DC motor used are: power supply requirements of 9 VDC and Maximum speed of 1500 revolutions per minute (RPM). A simple circuit was added to the intelligent sensor to supply the right voltage and current to the motor and a tachometer was used to measure the speed motor. In order to evaluate the motor dynamic features, first a step of 5VDC as input signal was applied in the open loop to the motor; the response is shown in Figure 9. One speed of 1266 RPM was reached for the DC motor and the time constant was computed and it is of $\tau = 98$ ms.

c) An electric oven of FELISA brand was used as a physical system to be controlled and to evaluate the performance of the PID-SANNA, Figure 10a. The oven has a electric resistor to produce heat and the power supply required is of 120 VAC and 18.3 amperes. The oven produces a maximum temperature of 220 °C. In order to make the oven power control a special full-wave AC/AC voltage controller was designed [45]. The output signal $u(k)$ of PID-SANNA, between 0 to 5 VDC, was applied to the power driver to make the commutation control of the two silicon controlled rectifiers (SCR’s). The output signal of the power driver is as Figure 10 b, the $\alpha$ value is directly proportional to the output signal $u(k)$ of the PID-SANNA. Note that $\alpha$ value controls the portion of VAC that will be supplied to the oven resistor. Now the portion of the VAC supplied to the oven resistor will be denoted as the percentage respect to the full wave that will be the 100% of VAC supplied.

Figure 9. Motor response in open loop to a step as input signal.
The step response of the oven in conjunction with the full-wave AC/AC voltage controller changes if the percentage of the VAC applied to oven resistor changes. This means if the $\alpha$ value changes the oven performance changes. The oven step response in open loop when 95% of VAC and 37% VAC are applied to the oven resistor is shown in Figure 11. This system is a very interesting test for the PID-SANNA because the oven in conjunction with power driver represents a physical system with variable characteristics, difficult to be controlled with classical control methods. If the oven resistor is supplied with 95% of VAC the oven model is like a straight line, Figure 11a, but if the oven resistor is supplied with 37% of VAC the oven model is like a first-order system, Figure 11b.
In the next section, the results obtained will be presented when each one of the physical systems were practically controlled by the PID-SANNA.

3. RESULTS AND DISCUSSION

All the physical systems described in Section 2.3 controlled with the PID-SANNA were tested. First the RC network, with values from Table 1, was tested and in Figure 12 the results of 3.5 VDC step input are shown. As can be observed, a similar response was obtained in simulation and practical test.
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- Simulation of $y(k)$
- Practical result of $y(k)$
- Reference $r(k)$
- $r(k) +/- 5\%$

Time (s)

y(k) in volts for $G_{P2}$

0 0.2 0.4 0.6 0.8 1

3.5 3 2.5 2 1.5 1 0.5 0

0 0.2 0.4 0.6 0.8 1

0 0.5 1 1.5 2 2.5 3

3.5 3 2.5 2 1.5 1 0.5 0
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- Simulation of $y(k)$
- Practical result of $y(k)$
- Reference $r(k)$
- $r(k) +/- 5\%$

Time (s)

y(k) in volts for $G_{P3}$

0 0.5 1 1.5 2 2.5 3

0 0.5 1 1.5 2 2.5 3

3.5 3 2.5 2 1.5 1 0.5 0
Figure 12. Step response of first-order systems controlled with the PID-SANNA: (a) $\tau = 4.7$ mS, (b) $\tau = 47$ mS, (c) $\tau = 155.1$ mS, (d) $\tau = 220.9$ mS, (e) $\tau = 470$ mS.
Observe the results with the physical system of \( G_{ps}(s) \), where the practical response is not satisfactory, Figure 12a. The PID-SANNA expends 5 ms in its computation and the plant time constant is 4.7 ms and this is the reason why the PID-SANNA did not make the control well.

Second the DC motor introduced in Section 2.3b was controlled with the PID-SANNA and two tests were done. The response to step as input signal of magnitude of 633 RPM and 1266 RPM are shown in Figure 13. In both tests, first, the control response was simulated and after that, the practical test was done. If a limit of 5% is taken, the PID-SANNA works satisfactory.
Third the oven described in Section 2.3c was controlled with the PID-SANNA and the 120 °C step response is shown in Figure 14. The time-domain specifications reached were the rise time $t_r = 309$ s, time-to-peak overshoot $t_p = 558$ s, the maximum overshoot $M_p = 6.8$ °C and the settling time for tolerance of 5% $t_s = 667$ s.

From all the previous tests with the PID-SANNA is evident that it works well for those physical systems. However, the test could be not complete if the response of the PID-SANNA is not compared with a commercial controller. Then using a Honeywell controller, model UDC3000 with the traditional PID algorithm tuning under the Ziegler-Nichols method the oven was controlled and the results were compared with the previous results obtained with the PID-SANNA. The results of a step as input of 120 °C of magnitude are showed in Figure 15 and the comparison of time-domain specifications results between the Honeywell and the PID-SANNA Controllers, applied to oven control, are shown in Table 2. Now, it can be observed easily, that with the PID-SANNA best results were reached. Another important issue to take into consideration is that the PID tuning of Honeywell control was done by a person with control knowledge, but with low practical training and expend almost one day working with the system, and even though, these were his better results.

In summary, the PID-SANNA control design was tested with different physical systems and it worked satisfactorily for first-order system with time constant up to 5 ms and it worked well for second-order systems with damping factor up to 0.4. These restrictions are due to hardware that was used because around 4.7 ms is the consumed time for computing the PID-SANNA. Future improvement is the use of a digital signal processor (DSP) or a field programmable gate array (FPGA) instead of a microprocessor to build the intelligent sensor.
Figure 14. Step response of the oven controlled with the PID-SANNA.

Figure 15. Step response of the oven controlled with the Honeywell controller and the PID-SANNA.
Now, easily, a network of intelligent sensors with control capability can be built. An example is shown in Figure 16, using the CAN communication is possible to get a local network of intelligent sensors and this network could be connected to one central computer, this network could be connected to global network. This example is one of several topologies that can be built now and, from remote location, the set point for each intelligent sensor can be placed.

Table 2. Comparison of the time-domain specifications of the Honeywell and the PID-SANNA Controllers.

<table>
<thead>
<tr>
<th>Features</th>
<th>PID-SANNA</th>
<th>Honeywell Controller (UDC3000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay time $(t_d)$</td>
<td>105 s</td>
<td>75 s</td>
</tr>
<tr>
<td>Rise time $(t_r)$</td>
<td>309 s</td>
<td>258 s</td>
</tr>
<tr>
<td>Time-to-pick overshoot $(t_p)$</td>
<td>558 s</td>
<td>648 s</td>
</tr>
<tr>
<td>Maximum overshoot $(M_p)$</td>
<td>6.8 °C</td>
<td>19 °C</td>
</tr>
<tr>
<td>Settling time $(s_t)$</td>
<td>667 s</td>
<td>&gt;2016 s</td>
</tr>
</tbody>
</table>

Figure 16. Example of a possible application using intelligent sensors with PID-SANNA.
2. Conclusions

In this paper the design of a PID control based on a single artificial neural network was presented. The design was focused on improving the performance and establishing the initial parameters to assure the control of different physical systems and not only to solve a particular problem. In order to increase the confidence in the intelligent control, the design was tested using simulation of physical systems of first and second order and the step response was used to assess performance, Figures 3 and 5. The PID-SANNA was implemented on an intelligent sensor that uses a small microcontroller as shown in Figure 7. After that, to evaluate the PID-SANNA three real systems were used; a RC network, a DC motor and an oven, described in Section 2.3. With the oven, it was proved that the PID-SANNA has the capability to maintain under control a physical system with changing characteristics as shown in Figure 11 to Figure 14. Also, under time-domain specifications the PID-SANNA performance was compared with the performance of a commercial control as shown in Figure 15 and Table 2.

With the use of the PID-SANNA the set up time to control an unknown physical system is reduced to a simple test, the step response. With this, the user would define if the PID-SANNA will control.

In summary, an intelligent sensor with control capability was designed, to be used in a simple way for any user with minimal control knowledge. The intelligent sensor can control a wide variety of physical systems like, first-order system with time constant up of 5 ms and second-order systems with damping factor up of 0.4. These characteristics are limited by hardware used, but if building intelligent sensor in a DSP or FPGA, the features will be substantially increased. Also, an example of distributed control using the intelligent sensors is presented in Figure 16.
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