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Effects of inflation on financial sector 
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Abstract
This paper explores the influence of inflation on the conditional distribution 
of financial development, an issue that has not received attention in related 
literature, with data from 84 countries covering the 1980-2010 period. In our 
data we show the presence of fixed effects, reject cross-sectional dependence 
in the error structure and justify poolability. Our empirical strategy employs 
standard and fixed-effects quantile regressions to demonstrate that the influ-
ence of inflation varies along the quantiles of the conditional finance distri-
bution. In general, we find a consistently negative and nonlinear effect of price 
increases on financial variables; in particular, it is statistically significant in the 
full sample of countries, significant in developing countries, and insignificant 
in developed countries. 
Keywords: Financial development, inflation, panel data models, quantile 
regression.
jel Classification: C31, C33, E31, E44.

Resumen
Este artículo explora la influencia de la inflación sobre la distribución condi-
cional del desarrollo financiero, un tema que ha recibido poca atención en la 
literatura, con datos de 84 países para el periodo 1980-2010. Probamos la pre-
sencia de efectos fijos, rechazamos la dependencia de sección cruzada en los 
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errores y justificamos la agrupabilidad en los datos. Nuestra estrategia empírica 
usa regresiones estándares y cuantílicas con efectos fijos para demostrar que 
la influencia de la inflación varía a lo largo de los cauntíles de la distribución 
condicional financiera. En general, encontramos un efecto negativo y no li-
neal consistente con el aumento de precios sobre las variables financieras; en 
particular, es significativo para toda la muestra; significativo para los países 
subdesarrollados, e insignificativo para los países desarrollados.
Palabras clave: desarrollo financiero, inflación, modelos de datos de panel, 
regresión cuantil.
Clasificación jel: C31, C33, E31, E44.

1. INTRODUCTION

Does the finance-inflation relationship deserve to be reexamined at these 
times when economies are more stable in macroeconomic terms? Inflation is 
a chronic disease in many parts of the world. For this reason, it is still a ma-
jor issue of concern for policymakers, although in recent years it has shown 
weakening speed in developed economies and somewhat has been controlled 
in developing countries. In 1981, the average inflation rate in developed 
countries was 11.9%, but it decreased to 1.4% in 20131; however, the average 
inflation rate in less-developed economies reached 12.7% in 1981, and went 
down to 4.6% in 2013 (World Bank, 2014b). Per se, the evolution of inflation 
rates (albeit small) could have the power of disrupting the well-functioning 
of all economic activities2, including the financial sector.

Previous studies of finance and growth demonstrated, theoretically and 
empirically, that efficient financial intermediaries —such as banks and stock 
markets— promote growth through several functions (King and Levine, 
1993a, 1993b; Levine, 2005)3. They ameliorate risk, which in turn eases trading 
and diversification. In addition, intermediaries can gather relevant infor-

1 In the last two decades’ central banks in advanced economies have fought against inflation to 
keep it controlled. Today there is a high risk of deflation because it is below the current target of 
2% enacted by most central banks (Economist, 2014).

2 Fischer (1993), Bruno and Easterly (1998) and Barro (2013) argue that a low and stable inflation 
is a precondition for stronger economic growth, given that inflation is costly for economic agents 
in terms of its variability and uncertainty.

3 For an excellent review of recent theoretical and empirical findings in the literature of finance and 
growth, see Ang (2008).
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mation to monitor the performance of firms and managers, thus improving 
resource allocation. Moreover, by pooling savings of firms and individuals 
financial institutions can potentially enhance resource allocation, a function 
that could result in better capital accumulation and productivity4.

A stable macroeconomic environment is a fundamental condition for 
healthy financial sector performance (Bittencourt, 2012; Didier and Schmuk-
ler, 2014). Latin America (Argentina, Brazil, Bolivia and Peru, la) and South-
east Asia (Indonesia, Malaysia, Thailand, and Philippines, sea) are relevant 
examples of two regions where macroeconomic instability and finance have 
undoubtedly intermingled in a rather different manner. During 1980-2010, 
World Bank data indicate that in la the average inflation rate was 356% and 
6.9% in sea. Even though the two regions have a bank-based system (Stallings 
and Studart, 2006), the financial sector performance in sea has been superior. 
Bank credit to private sector, as a percentage of Gross Domestic Product (gdp), 
averaged 23% in la and 61% in sea; liquid liabilities to gdp, 27% and 68%; 
and bank assets to gdp, 31% and 73%. Hence by comparison, weaker inter-
mediaries in la contributed less to higher capital formation and economic 
growth in the long run (Didier and Schmukler, 2014).

Circumscribed by the exogenous growth theory offered by Solow (1956) 
and Swan (1956), initial models of finance and growth (Shaw, 1973; McKinnon, 
1973) argued that inflation could slow down the performance of financial 
intermediaries. Additionally, government intervention in financial markets 
would induce a state of repression that could cause depressing levels of in-
vestment and productivity5. After the arrival of endogenous growth models, 
Roubini and Sala-i-Martin (1992) introduced inflationary finance to show  
that governments may prefer to distort the functioning of intermediaries so as 
“to collect easy revenue” (Roubini and Sala-i-Martin, 1992, p. 6). In the end, such 
preference disrupts the process of efficient capital allocation in the economy 

4 Levine (2005) describes two additional functions performed by intermediaries: They produce 
information about potential investments to facilitate capital allocation and aid in the exchange of 
goods and services.

5 It is widely known that financial liberalization was the policy prescription recommended by ac-
ademics and international institutions such as the World Bank and the International Monetary 
Fund. Even if liberalizing domestic financial markets and the capital account increased financial 
deepening and investment efficiency, it also boosted the risk of financial crashes (Williamson and 
Mahar, 1998; Aizenman, 2005).
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and retards long-run growth. Recent theoretical models generally agree on 
the negative influence of inflation on financial markets. 

In a monetary growth model with overlapping generations, technologies 
for capital production and costly state verification, Huybens and Smith (1999) 
design a model with intermediaries and money fluctuations that determine 
long-real activity and financial market conditions. They prove that a steady-
state inflation, or intense money creation, leads to lower real activity. In De 
Gregorio and Sturzenegger (1994) and Choi, Smith, and Boyd (1996), inflation 
distorts the credit allocation process and deteriorates credit quality because 
the financial sector is unable to distinguish good borrowers from bad ones, 
which is costly and adverse for long-run capital formation and real output. 
Finally, Bose (2002) presents a model with credit market imperfections gen-
erated by asymmetric information between two types of agents, lenders and 
borrowers. A rise in inflation rates leads to greater rationing, costly screening, 
or switching from screening to rationing, and therefore the negative inflation 
effects are enlarged6. In sum, theoretical models predict a negative association 
between inflation and economic growth by impeding financial sector devel-
opment. One logical explanation is that under macroeconomic instability 
(associated to inflation), economic agents are short-term minded because 
of increases in costs related to interest rates and uncertainty. Therefore, they 
prefer to maintain highly liquid portfolios to ameliorate risks. 

 On the empirical side, several studies confirm the negative connection 
between inflation and finance, that the link is nonlinear, and that there is an 
inflation threshold after which the finance-growth nexus worsens quickly. 
With respect to the linear link between finance and inflation, Khan (2015), 
Almalki and Batayneh (2015), Santos (2014) and Odhiambo (2012) apply 
several econometric approaches (ordinary least squares, the autorregresive 
distributed lag bounds testing, the Engel-Granger test and the Johansen 
test) to study the relationship in Pakistan, Saudi Arabia, Nigeria and Zam-
bia, respectively. The first researcher computed that 1% increase in inflation 
diminishes bank credit to the private sector by 0.16%. The next two authors 
uncovered a negative long-run coefficient for inflation of 2.65, while Santos 
(2014) found negative coefficients between 0.32 and 0.78% in the case of 
Nigeria. Unlike the three previous studies, Odhiambo (2012) reveals that in 

6 Additional examples include Azariadis and Smith (1996).
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the long-run if inflation increases by 1%, financial development in Zambia 
will fall around 0.242%. 

On the other hand, Huang et al. (2010) prove empirically that there is a 
nonlinear inflation threshold in the finance-growth link, which is between 7.31 
and 7.69%. Moreover, Boyd, Levine, and Smith (2001) provide ample evidence 
for banking systems and stock markets in the sense that there is an inverse, 
nonlinear relationship between finance and inflation. They point out that if 
inflation exceeded 15%, there would be a fall in financial sector development. 
Khan, Senhadji, and Smith (2006) found an inflation threshold between 3 and 
6% per year; Rousseau and Wachtel (2002) determined a limit between 13 
and 25%, whereas Rousseau and Yilmazkuday (2009) confirmed economet-
rically and graphically a threshold between 4 and 19%. Kim and Lin (2010) 
analyze the long- and short-run relationship between inflation and financial 
intermediary performance. They find a negative long-run association between 
inflation and finance that coexists with a positive short-run relationship. Such 
results are observed in low-income or low-inflation countries when the data 
are split into income or inflation groups. Thus, in practice it has been shown 
that there is a nonlinear, negative association between inflation and finance 
and a threshold over which there is no consensus yet7. 

While the literature has focused on determining an inflation threshold, this 
paper fills a gap by assessing the impact of inflation rates on the conditional 
distribution of financial development using a novel approach of standard and 
fixed-effects quantile regressions for a sample of 84 countries over the 1980-
2010 period. Our aim is to prove the hypothesis that inflation can adversely 
impact the behavior of financial intermediaries, in particular banking systems, 
by making bank managers unable to judge investment risks adequately in 
the presence of high and unpredictable inflation (Baum et al., 2006; Baum, 
Caglayan, and Ozkan, 2009).

To the best of our knowledge this research is also innovative because we 
combine both standard quantile regressions (qr) (Koenker and Bassett, 1978) 
and fixed-effects quantile regressions (feqr) for panel data (Canay, 2011). 
Our goal is to understand in more detail the nonlinear and inverse relation-
ship between finance and inflation. Another distinction is that we divide our 

7 Further evidence can be found in Hung (2003), Huang and Lin (2009), Boyd and Champ (2006), 
Bose and Murshid (2008), among others.
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sample into developed and developing countries to gauge the impact of infla-
tion on each income group. We test the relationship without controlling for 
country fixed effects and then controlling those effects using the fixed-effects 
estimator. Certainly, one would expect that the relationship were stronger 
in the second group of countries, given that its inflation history has been 
more volatile. In other words, our main goal in this paper is to show that the 
finance-inflation link varies considerably along the conditional distribution 
of financial variables for all countries and income groups.

The evidence found in this paper supports the argument that inflation is 
harmful for financial development. Our empirical estimations adopt three 
measures of financial development typically recommended by the literature, 
namely bank loans to the private sector, liquid liabilities and bank assets, as a 
percentage of gdp. In all of our estimations the inflation rate has the expected 
negative sign and, based on our preferred empirical method (i.e., feqr), most 
of the significant effects are concentrated in the upper part of the distribution. 

The main results from this study are as follows:

1.  Without country fixed effects (qr). We observe that most effects of inflation 
rates are concentrated in the lower parts of the conditional finance distribution, 
typically within the first five quantiles. They are also highly significant at the 
5% level. When we disaggregate the data by level of income per capita, it is 
obtained that the negative effects of inflation are higher in the initial quantiles 
for advanced countries. In the case of developing countries, the effects are 
clustered around the middle part of the distribution. 

2.  With country fixed effects (feqr). However, based on our preferred empirical 
technique, results are more heterogeneous and consistent with the fact that 
inflation is strongly associated with higher levels of financial development. For 
developed countries, we did not find any empirical evidence on the influence 
of inflation on the three measures of financial development. With respect to 
less-developed countries, the negative effects of consumer price growth pre-
dominate in the upper part of the conditional finance distribution. Combined, 
these two outcomes imply that low inflation rates in advanced countries have 
not determined strongly the behavior of financial institutions. These results are 
confirmed after the consideration of legal institutions in the empirical model.

We proceed as follows. Section 2 discusses our dataset and the main statis-
tics, whereas Section 3 describes the econometric methodology of standard 
quantile regressions, the fixed-effects quantile regression for panel data, and 
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our empirical specification. Section 4 reports the results from the estimations. 
Section 5 presents the conclusions.

2. MAIN DATASET

We compiled our dataset from several sources that have detailed information 
on 84 countries during the 1980-2010 period. The sources are the International 
Financial Statistics of the International Monetary Fund (2014), the World 
Development Indicators and the Global Financial Development Database of the 
World Bank (2014a, 2014b), the Penn World Tables version 8.0 of the Center 
for International Comparisons (2014) of the University of Pennsylvania, and 
the Major Episodes of Political Violence 1946-2013 database of the Center for 
Systemic Peace (2014). The period was divided in three-year time intervals 
and thus we have ten observations per country8. Chinn and Ito (2002, 2006) 
recommend using five-year averages in order to control for recurring vari-
ations in financial variables; however, we follow the advice by De la Fuente 
(2002) and Vaona (2008) in using three-year averages to avoid any endogeneity 
issue related to short-term cyclical effects in financial variables.

The data were classified into developed and developing countries9. The 
country classification is based on the World Bank’s 2010 analytical defini-
tion of a developed economy as one with an income per capita higher than 
US$12,195; developing countries would have lower income per capita. There-
fore, the econometric regressions were applied to three groups of countries, 
i.e., the full sample, advanced countries and less-advanced countries; there are 
30 developed and 54 developing countries in the last two groups, respectively. 
We wanted to test the finance-inflation nexus separately, in the full sample 

8 The last observation is a four-year average (2007-2010). In case of missing observations, we aver-
aged the previous and the following observation for an approximation.

9 The developed countries include Australia, Austria, Barbados, Belgium, Canada, Cyprus, Den-
mark, Finland, France, Germany, Greece, Iceland, Ireland, Israel, Italy, Japan, South Korea, 
Kuwait, Luxembourg, Malta, Netherlands, New Zealand, Norway, Portugal, Singapore, Spain, 
Sweden, Switzerland, Trinidad and Tobago, and United States. The developing countries are Ar-
gentina, Belize, Bolivia, Botswana, Brazil, Burundi, Cameroon, Central African Republic, Chile, 
Colombia, Costa Rica, Cote d’Ivoire, Dominican Republic, Ecuador, Egypt, El Salvador, Fiji, Ga-
bon, Guatemala, Honduras, India, Indonesia, Iran, Jamaica, Jordan, Kenya, Malawi, Malaysia, 
Mauritius, Mexico, Morocco, Nepal, Niger, Pakistan, Panama, Paraguay, Peru, Philippines, Re-
public of Lesotho, Rwanda, Senegal, South Africa, Sri Lanka, Sudan, Swaziland, Syria, Thailand, 
Togo, Turkey, Uganda, Uruguay, and Venezuela.
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and by country type for robustness purposes, and in order to understand the 
specific effects in each type of country.

Table A1 presents summary statistics for all variables. According to the 
literature (for example, Levine, 2005; Ang, 2008; Boyd, Levine, and Smith, 
2001), we have three variables that capture the level of financial development. 
Bank credit to the private sector to gdp (pvt) is a measure that includes loans 
to private borrowers and excludes financing to the public sector and the 
government. It has been found to exert a strong influence on output growth 
(Levine, Loayza, and Beck, 2000). The second measure is liquid liabilities to 
gdp (liq) and it comprises currency plus demand and interest-bearing liabil-
ities of banks and nonbank intermediaries. It captures the overall size of the 
financial system and it is highly robust as a variable of financial development 
(King and Levine, 1993c). Lastly, bank assets to gdp (ba) measure the size of 
banking intermediation in relation to the economy. 

Table A1 also displays the control variables that include income per capita 
in natural logarithms (y), government expenditures as a share of gdp (gov), 
an index of human capital based on years of schooling and returns to educa-
tion (edu), and the average annual change in consumer prices (inf). The last 
control variable that was added to the estimations is rev, which is the number 
of events of political violence and revolutions. The importance of adding 
these variables is that the level of economic activity, political instability and 
revolutions may determine financial intermediary development (Greenwood 
and Jovanovic, 1990; La Porta et al., 1998).

Over the 1980-2010 period, the three financial variables have an average of 
45.9%, 55.3% and 56.2%, respectively. Income per capita is on average equal 
to US$4,959.4, government expenditures 18%, the education variable 2.33 
and revolutions 0.6 per country. For all countries, the average inflation rate is 
28.9% with a maximum of 451.3% and a minimum of 1.1%10. The correlation 
matrix indicates that the financial variables are positively correlated among 
them with high statistical significance. Inflation rates are negatively associ-
ated with the three financial variables, although the correlation is significant 
at 10% for the first three variables. In addition, inflation rates are inversely 
correlated with income per capita and education, and positively correlated 

10 It should be noted that in some countries actual inflation rates are much higher. For instance, in 
Bolivia the inflation rate was 11,749.7% in 1985.
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with gov and rev, even though in all cases the correlation is insignificant. Thus 
the correlation matrix preliminarily confirms our hypothesis of an inverse 
relationship between finance and inflation.

Figure 1. Inflation and bank credit to private sector
(Period average, 1980-2010; 84 countries)
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Figure 2. Inflation and bank assets
(Period average, 1980-2010; 82 countries)
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Figure 3. Inflation and liquid liabilities
(Period average, 1980-2010; 83 countries)
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The scatterplots in Figures 1-3 depict a further preliminary evidence of the 
negative association between finance and inflation, where inflation is plotted 
against the three variables of financial development. All Figures suggest that 
financial development is higher when inflation rates are smaller, or in other 
words that lower levels of financial sector performance reflect high levels 
of inflation.

In summary, the preliminary statistical and visual evidence presented 
points out tentatively that a more stable macroeconomic environment is a 
necessary condition for a healthier and stronger financial sector performance. 

3. ECONOMETRIC STRATEGY

3.1. Standard quantile regressions
In the linear-regression model (lrm) of the form  i i iy x u= β +′  for i = 1, …, 
n, β is a K×1 vector of coefficients, xi is a column vector of regressors and yi 
is the i-th observation of the explained variable, whereas ui is the i.i.d. error 
term. It is widely known that the ordinary-least-squares (ols) estimator is 
obtained by selecting the vector β that minimizes the sum of squares resid-
uals 2(min ( ) )K iy xβ∈ − β′



. Although lrm is highly attractive when all its 
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assumptions are duly met, it has several disadvantages (Hao and Naiman, 
2007) from a quantile-regression perspective. 

First, it usually focuses on modeling the conditional mean of a dependent 
variable and leaves out its full conditional distributional properties. In fact, it 
attempts “to describe how the location of the conditional distribution behaves 
by utilizing the mean of a distribution to represent its central tendency” (Hao 
and Naiman, 2007, p. 24). Second, another disadvantage arises when the 
homoscedasticity assumption fails and then the modeler could introduce a 
simultaneous modeling of the conditional mean and the conditional scale, for 
instance yi = β0 + β1x1 + єγєi, where γ is an additional unknown parameter and 
var(y|z) = σ2єγ. Unfortunately, the estimation of the conditional scale is not 
usually available in most statistical software. Another shortcoming relates to 
the normality assumption, which is frequently violated because data in real 
life do not mostly have a normal distribution, and if the assumptions were 
not met, then the calculated p-values would tend to be biased. Lastly, when 
there are outliers econometricians are inclined to eliminate them because they 
modify substantially fitted regression lines. As an example, during the 1980s in 
Mexico there were various years with hyperinflation well and above 100%; in 
1986 the annual inflation reached 106% and 159% in 1987. Therefore, under 
ols the common remedy is to remove outliers from the series, which for the 
present research would seriously undermine our understanding of how two 
variables determine each other at different quantiles of a distribution.

In this paper, we use quantile regressions to gauge the effects of macroeco-
nomic volatility mainly arising from inflation rates at different quantiles of 
the distribution. Quantile regression estimates a conditional quantile function 
where quantiles of the conditional distribution of the dependent variable are 
a function of the observed independent variables (Koenker and Bassett, 1978; 
Koenker and Hallock, 2001). The regression estimator of the τth quantile of 
yi, when it is derived from a sample of observations, minimizes the following 
function with linear programming methods:

{ } { }: :
min (1 )

i i i i
i i i ii i y x i i y x

y x y x
∈ ≥ β ∈ < β

 τ − β + − τ − β ∑ ∑ [1]

As explained by Isengildina-Massa, Irwin, and Good (2010), the quantile-re-
gression model (qrm) is semi-parametric because it does not assume a specific 
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distribution for the random portion of the model, even though it is supposed 
for its deterministic portion. In addition, we can assume that the τth quantile 
of the conditional distribution of (yi|zi) is linear as in:

yi =  ix′βτ – єi [2]

Where  ( )i i iQ y x xτ τ= = β′ . The term  ix′  is a K×1 vector of variables and β 
is a vector of known parameters, and єi = yi –  ix′βτ . Hence regression quan-
tiles can be obtained by changing the parameter τ on the interval (0,1). With 
respect to results, the interpretation of the coefficient of the kth variable, 
βK(τ), corresponds to the partial derivative ∂Qyi(τ|X = x)/∂xj; in other words, 
the marginal change in the dependent variable with respect to the marginal 
change in the independent variable that belongs to the τth quantile. 

3.2. Quantile regression for panel data: A two-step estimator
In this subsection we adhere closely to Canay (2011)’s proposition of a simple 
two-step estimator for fixed-effects quantile regression for panel data. In the 
model:

 ( ) , 1, , , 1, ,it i it iy X U t T i n= θ + α = =′   [3]

(Yit,Xit)∈×k are known variables and (Uit,αi)∈× are unknown. Variable 
Xit is supposed to include a constant term. The quantile function τ→X′θ(τ) 
is strickly increasing in τ∈(0,1) and the parameter to be estimated is θ(τ).

With some manipulation of Equation [3], it can be shown that θ(τ) is 
identified with at least two time periods available and αi has a pure location 
shift effect (Canay, 2011, p. 370). Moreover, with a transformation of data, it is 
possible to eliminate the fixed effects of αi as T→∞, since αi is a location shift.

The two-step estimator is computed as follows:

1. Let  µθ  be a nT -consistent estimator of θµ. Let  iα ≡  𝔼T
[ ]it itY X µ− θ′ .

2. Let   it it iY Y= − α  and  τθ , then:

( ) arg min
θ∈Θ

θ τ ≡ 𝔼nT [ ( )]it itY Xτρ − θ′ [4]
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Which is consistent and asymptotically normal and where 𝔼T 1
1
( )

T

t
T −

=
≡ ⋅∑  

and 𝔼nT(⋅) 1
1

( ) ( )
T n

t i n
nT −

= =
≡ ⋅∑ ∑ . Also, it is supposed that  it i iY Y t − α  as 

T→∞, where ∼ means weak convergence.
Our main econometric analysis is based on the method described by An-

dini and Andini (2014, p. 7). According to the authors, if we discard country 
fixed effects, the two-stage approach is not useful. Instead, we make use of the 
standard estimator (i.e., qr) proposed by Koenker and Bassett (1978) with 
the assumption that φi = γ∀i. However, for the feqr technique the authors 
recommend running ols estimation on model δYit = φδXit + δuit to obtain a 
consistent estimate φ  for parameter φ and define  

1
it iti T T

Y Xγ = − φ∑ . The 
second step consists in constructing a new variable *

it it iY Y= − γ  and then 
obtaining the standard qr estimates from model *

it it itY X uθ= φ −  that corre-
sponds to Equation [5] with the estimated fixed effects on the left-hand side.

3.3. Empirical model
As mentioned before, in this paper we analyze standard quantile and fixed- 
effects quantile regressions in order to find solid evidence of the effects of 
inflation on the performance of financial intermediaries in 84 developed and 
developing countries. We use the following empirical model:

FINANCEit = yi + ϕ1θINFj,it + ϕ2θCONTROLit + uθit [5]

Where FINANCEit is an indicator of financial development as a percentage of 
gdp, such as private sector bank credit (pvt), liquid liabilities (liq) or deposit 
money bank assets (ba); INFj is the yearly average inflation rate; CONTROLit 
comprises macroeconomic variables like income per capita (y), government 
expenditures as a share of gdp (gov), the index of human capital (edu) and 
events of political instability including revolutions (rev); lastly, γi absorbs 
country-specific effects. For our purposes, we expect a negative sign for the 
variable INFj, as specified by our main hypothesis and the preliminary evi-
dence shown in Section 2.

Next, we perform hypotheses testing of slope equality across quantiles, that 
consists in assessing if the inter-quantile difference is statistically significant 
or if it is due only to sample size (Davino, Furno, and Vistocco, 2014, p. 81). 
The statistical significance of the inter-quantile difference for two quantiles 
θ1 y θ2 is given by:



 Effects of inflation on financial sector  performance        107

Y(θ2) – Y(θ1) = [β0(θ2) – β0(θ1)] + [β1(θ2) – β1(θ1)]X = γ + δX [6]

Where Y(θ1) y Y(θ2) are the values of the independent variables at different 
quantiles; the coefficient γ measures the difference of the intercepts through-
out quantiles; and δ calculates the difference among the intercepts of the two 
selected quantiles. In general, when we reject the null hypothesis, the difference 
among the estimated slopes is statistically different from zero, the quantiles 
have slopes statistically different and the data are not i.i.d. (Davino, Furno, 
and Vistocco, 2014, p. 82).

4. ANALYSIS OF EMPIRICAL RESULTS

We first look at ordinary least squares, pooled ols and fixed effects estimations 
and then we proceed to analyze the standard quantile regressions with the 
estimator proposed by Koenker and Bassett (1978) and with the fixed-effects 
quantile regressions for panel data. For robustness purposes, we follow the 
advice of Rioja and Valev (2004) and Deidda and Fattouh (2002) to explore 
the finance-inflation link in advanced and less-advances countries separately, 
because it is possible that inflation may not be correlated with financial sector 
performance at all phases of economic development.

A prior step before proceeding with empirical analysis is to verify if fixed 
effects are present in the model, if there is cross-sectional dependence (cd) 
in the errors and if the data is poolable. Table 1 exhibits the three panel tests 
for all countries in the sample and the two subsamples of developed and 
developing countries. With respect to the first test, the size of the F statistic 
implies the presence of fixed effects in the data. De Hoyos and Sarafidis 
(2006) explain that under cd the fixed-effects estimators could be biased and 
inconsistent. Given that in our data N > T, we check the null hypothesis of 
cd using the tests proposed by Frees (2004), Pesaran (2004) and Friedman 
(1937). From Table 1 we deduct that we reject the null hypothesis in favor of 
cross-sectional independence in the error structure for the full sample and 
the two subsamples (the only exception is Pesaran’s test for developed coun-
tries). On the other hand, the last test refers to poolability of individual series 
because if data were in fact not poolable, then estimations and policy advice 
would be invalid. Even though not computed here, Schiavo and Vaona (2008) 
tested for poolability in a similar dataset (Levine, Loayza, and Beck, 2000’s 
dataset) of finance and growth variables by applying the Roy-Zellner test and 
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the mean squared error criteria. The authors concluded that the pooling of 
finance and growth series was reasonable from a “pragmatic point of view” 
(Shiavo and Vaona, 2008, p. 147) due to greater efficiency benefits granted 
by panel data analysis. Therefore, on the basis of the previous arguments the 
fixed-effects estimator, the lack of cross-sectional dependence in the errors 
and the poolability of data are justified.

Table 1. Panel tests

Test pvt liq ba

All countries
Fixed effects (F) 16.28 60.57 20.86
Cross-sectional dependence (χ2)

Frees 13.644* 13.742 12.549*
Pesaran 0.334 0.721 0.581

(0.739) (0.471) (0.561)
Friedman 8.805 11.577 12.58

(1.000) (1.000) (1.000)
Roy-Zellner (F*) 6.18 6.16 6.24

Developed countries
Fixed effects (F) 13.34 68.64 18.05
Cross-sectional dependence (χ2)

Frees 3.563* 4.757 4.136*
Pesaran 4.922 3.106 4.052

(0.000) (0.002) (0.000)
Friedman 20.698 19.775 17.885

(0.870) (0.900) (0.929)
Roy-Zellner (F*) 5.79 6.14 6.00

Developing countries
Fixed effects (F) 34.98 50.36 44.38
Cross-sectional dependence (χ2)

Frees 8.183* 8.055* 7.392*
Pesaran 1.072 –0.417 0.869

(0.284) (0.677) (0.385)
Friedman 11.838 9.617 12.961

(1.000) (1.000) (1.000)
Roy-Zellner (F*) 5.55 5.14 5.02

Note: * Indicate statistical significance at less than 10%.
Source: Authors’ calculation.
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4.1. Ordinary least squares
Table 2(A) displays the results of the ols estimation of the effects of inflation 
on financial variables11. Given that we rejected the null hypothesis of constant 
variance with the Breusch-Pagan/Cook-Weisberg test for heteroskedas-
ticity12, we obtained the White’s heteroskedasticity-corrected t-values and 
the corresponding p-values. In the specifications where pvt, liq, and ba are 
dependent variables, inflation rates exert a negative influence significant at 
more than 95%. All control variables have the expected sign, although gov 
and rev are usually insignificant. To understand the economic importance of 
the estimates, a basic experiment shows that an increase in inflation rates of 
8.3% (median value) can cause a fall of 3.4% in private credit, 4.9% in liquid 
liabilities and 4.5% in bank assets13.

In Table 2(B) we report the pols estimators. The variable of interest pres-
ents clearly negative and statistically significant effects on private credit, liquid 
liabilities and bank assets. Nonetheless, with respect to the ols estimators 
the coefficients of inflation are smaller. In general, the control variables also 
maintain the same signs as in the previous estimation. The control variables 
presenting adequate and statistically significant coefficients are still income 
per capita and education. Interestingly, rev became significant in private 
credit, liquid liabilities and bank assets, suggesting that an increase in political 
instability tends to reduce the performance of financial intermediaries in the 
long run. Thirdly, Table 2(C) exhibits the fixed effects estimators. In com-
parison to the other two methods, inflation remains negative but statistically 

11 We run another experiment with an alternative measure of inflation, although not reported here. 
We substituted inflation rates with their inverse where invinf = 1/inf (Boyd, Levine, Smith, 2001). 
In the estimations we should observe a positive effect of inflation on finance variables and that the 
control variables retain their original signs. The estimations showed that inflation rates were pos-
itive and significant at the 1% level for pvt, liq and ba. Overall, the rest of variables was significant 
and kept the same sign as in ols. 

12 The test’s purpose is to detect any linear form of heteroskedasticity, where the null hypothesis is 
that there is constant variance versus de alternative that the error variances are a function of one 
or several variables. Test values are as follows: For pvt, 9.87; for liq, 29; and for ba, 11.2. Thus, we 
reject the null hypothesis of constant variance.

13 This deduction is based on literature’s findings, because in this paper we do not assess empiri-
cally the issue of causality between finance and inflation. On this matter, see Odhiambo (2009) 
and Tinoco-Zermeño, Venegas-Martínez, and Torres-Preciado (2014) for evidence on Kenya and 
Mexico.



110        Miguel Á. Tinoco Z., Francisco Venegas M., and Víctor H. Torres P.
Ta

bl
e 

2.
 o

ls
, p

ol
s 

an
d 

fe
 e

st
im

at
io

n 
of

 th
e 

eff
ec

ts
 o

f i
nfl

at
io

n 
on

 fi
na

nc
ia

l i
nt

er
m

ed
ia

ry
 p

er
fo

rm
an

ce

Va
ri

ab
le

 
ol

s 
(A

)
po

ls
 (B

)
fe

 o
ls

 (C
)

pv
t

liq
ba

y
pv

t
liq

ba
pv

t
liq

ba
A

ll 
co

un
tr

ie
s

y
0.

10
5

0.
10

1
0.

16
2

0.
16

7
0.

17
4

0.
21

5
0.

47
3

0.
33

2
0.

47
3

(0
.0

0)
(0

.0
1)

(0
.0

0)
(0

.0
0)

(0
.0

0)
(0

.0
0)

(0
.0

0)
(0

.0
0)

(0
.0

0)
go

v
–0

.4
21

–0
.4

15
–0

.1
67

–0
.0

19
–0

.0
35

0.
11

3
0.

31
3

0.
16

1
0.

32
3

(0
.2

7)
(0

.4
5)

(0
.6

9)
(0

.8
4)

(0
.7

5)
(0

.2
5)

(0
.0

1)
(0

.0
7)

(0
.0

1)
ed

u
0.

19
1

0.
13

7
0.

13
5

0.
09

6
0.

02
5

0.
05

6
0.

05
9

0.
08

4
0.

10
3

(0
.0

1)
(0

.0
6)

(0
.1

0)
(0

.0
0)

(0
.3

7)
(0

.0
4)

(0
.2

0)
(0

.0
2)

(0
.0

3)
re

v
–0

.0
63

–0
.0

73
–0

.0
69

–0
.0

41
–0

.0
47

–0
.0

38
0.

01
3

0.
00

7
0.

00
7

(0
.1

3)
(0

.0
6)

(0
.1

3)
(0

.0
2)

(0
.0

0)
(0

.0
4)

(0
.5

7)
(0

.6
9)

(0
.7

7)
in

f
–0

.0
75

–0
.0

88
–0

.0
81

–0
.0

11
–0

.0
15

–0
.0

13
–0

.0
02

–0
.0

04
–0

.0
02

(0
.0

0)
(0

.0
0)

(0
.0

0)
(0

.0
0)

(0
.0

0)
(0

.0
0)

(0
.5

9)
(0

.1
0)

(0
.4

5)
O

bs
er

va
tio

ns
84

83
81

84
0

83
0

81
0

84
0

83
0

81
0

A
dj

us
te

d 
R2

0.
24

0.
35

0.
28

0.
29

0.
36

0.
32

0.
27

0.
27

0.
25

D
ev

el
op

ed
 co

un
tr

ie
s

in
f

–0
.2

05
–0

.0
85

–0
.0

78
–0

.1
64

–0
.0

81
–0

.0
21

(0
.2

0)
(0

.6
0)

(0
.6

4)
(0

.0
9)

(0
.2

3)
(0

.8
3)

O
bs

er
va

tio
ns

30
0

30
0

29
0

30
0

30
0

29
0

A
dj

us
te

d 
R2

0.
38

0.
50

0.
42

0.
41

0.
41

0.
42

D
ev

el
op

in
g 

co
un

tr
ie

s
in

f
–0

.0
08

–0
.0

11
–0

.0
09

–0
.0

03
–0

.0
05

–0
.0

05
(0

.0
0)

(0
.0

0)
(0

.0
0)

(0
.0

5)
(0

.0
1)

(0
.0

3)
O

bs
er

va
tio

ns
54

0
53

0
53

0
54

0
53

0
53

0
A

dj
us

te
d 

R2
0.

19
0.

22
0.

21
0.

24
0.

25
0.

34
N

ot
e: 

Fo
r t

he
 o

ls
 es

tim
at

io
n,

 p
er

io
d 

av
er

ag
es

 w
er

e u
se

d 
(1

98
0-

20
10

). 
Va

ria
bl

e y
 is

 in
iti

al
 in

co
m

e p
er

 ca
pi

ta
. S

ta
nd

ar
d 

er
ro

rs
 ar

e W
hi

te
’s 

he
te

ro
sk

e-
da

st
ic

ity
-c

or
re

ct
ed

. p
ol

s i
s p

oo
le

d 
ol

s e
st

im
at

io
n,

 w
he

re
as

 f
e 

is 
fix

ed
-e

ffe
ct

s e
st

im
at

io
n.

 In
 th

is 
ca

se
, r

ob
us

t s
ta

nd
ar

d 
er

ro
rs

 a
re

 p
ro

vi
de

d.
So

ur
ce

: A
ut

ho
rs

’ c
al

cu
la

tio
n.



 Effects of inflation on financial sector  performance        111

insignificant suggesting no influence on financial development14. Although 
income per capita and education are positive and highly significant in most 
cases, gov and rev switched signs, generally contradicting theoretical and 
empirical findings. 

Finally, for pols and fixed effects we report the coefficients of inflation by 
country group. With regard to the first method, it is observed that inflation 
levels are consistently insignificant for all the financial variables, although 
they keep the expected negative sign. On the other hand, price increases are 
statistically significant at the 1% level for the first three financial variables 
in developing countries. By the same token, a similar pattern is seen when 
we disaggregate the data and apply the fixed effects method. For developed 
countries, there is no empirical evidence of the influence of inflation using 
any of the three financial indicators. Contrarily, the evidence is statistically 
strong for less-developed economies.

In summary, by utilizing a variety of linear regression models we have 
initially proved the empirical existence of the inflation-finance nexus main-
ly in developing countries. Preliminarily, we can infer that the statistically 
significant relationship between inflation and finance observed in the full 
sample of countries is due to the behavior of developing countries, given that 
the relationship is insignificant for developed countries.

4.2. Standard quantile regressions
Until now we have discussed the effects of inflation rates on financial variables 
based on ordinary least squares, pooled ols and fixed effects estimators. But 
the main purpose of this paper is to assess the inflation-finance link with 
quantile regressions to verify how the negative relationship varies along 
the conditional finance distribution. Henceforth we only report inflation 
coefficients.

Table 3 shows the estimation results of the three financial variables using 
the whole sample of countries. In the case of private credit, it is observed that 
the effects of inflation are statistically significant in the lower and upper part 

14 The lack of statistical significance of financial variables is not totally strange. Bittencourt (2012, 
p. 350) assesses the finance-growth connection in a panel data of four Latin American countries 
over the 1980-2007 period. Bittencourt applied pooled and fixed effects, and the main measure of 
financial development (M2) appeared to be statistically insignificant and with the wrong sign.
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of the distribution (it is significant in the 70th quantile at the 5% level). The 
results point out that an increase of 1% in inflation leads to a fall between 1 
and 2.3% in private credit depending on the quantile. Second, in the equation 
for liq inflation is significant up to the 50th quantile at the 1% level, suggesting 
that the adverse effects of inflation rates are concentrated in the lower parts 
of the conditional liquid liabilities distribution. The value of coefficients goes 
from –1.1 to –3.9%. Third, the results regarding bank assets are similar to 
private credit, in the sense that the statistically significant negative effects of 
inflation are concentrated in the lower parts of the distribution and in the 
70th quantile.

Table 3. Effects of inflation on the conditional finance distribution
without controlling for country fixed effects: All countries

τ pvt Pseudo R2 liq Pseudo R2 ba Pseudo R2

0.05 –0.0228 0.1409 –0.0287 0.1356 –0.0205 0.1655
(0.000)* (0.000)* (0.000)*

0.1 –0.0156 0.1653 –0.0386 0.1541 –0.0141 0.1929
(0.000)* (0.000)* (0.000)*

0.2 –0.0066 0.1928 –0.0121 0.1874 –0.0065 0.2241
(0.095)*** (0.000)* (0.155)

0.3 –0.0104 0.2233 –0.0152 0.2129 –0.0105 0.2518
(0.007)* (0.000)* (0.027)**

0.4 –0.0065 0.2534 –0.0107 0.2232 –0.0078 0.2838
(0.151) (0.016)** (0.099)***

0.5 –0.0077 0.2899 –0.0127 0.2271 –0.0093 0.3122
(0.173) (0.003)* (0.134)

0.6 –0.0093 0.3324 –0.0098 0.2290 –0.0111 0.3447
(0.118) (0.052)*** (0.072)***

0.7 –0.0113 0.3626 –0.0113 0.2293 –0.0133 0.3710
(0.000)* (0.103) (0.030)**

0.8 –0.0090 0.3755 –0.0108 0.2285 –0.0110 0.3811
(0.000)* (0.293) (0.166)

0.9 –0.0113 0.3714 –0.0163 0.2653 –0.0141 0.3896
(0.000)* (0.302) (0.168)

0.95 –0.0144 0.3873 –0.0188 0.3209 –0.0167 0.3964
 (0.001)* (0.265) (0.380)
Note: p-values are in parentheses. Due to lack of data, Chile was excluded from liq and ba, and 
Germany and Venezuela from ba. *, ** and *** indicate statistical significance at 1, 5, and 10%, 
respectively. Bootstrapped standard errors.
Source: Authors’ calculation.
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As shown in Table 4, the estimation for developed countries produces bigger 
coefficients. Apparently, inflation is very damaging to financial sector perfor-
mance in developed countries, and possibly it is the case because authorities 
in developed countries have been able to control inflation for a long period of 
time, and a sudden or unexpected increase in inflation could provoke a sharp 
deterioration in financial variables. Another explanation is that the activity 
of financial intermediaries is strongly related to output, thus permeating the 
behavior of economic agents. Depending on the level of inflation, private 
sector bank credit would fall between 66.3 and 91%; liquid liabilities between 
56.7 and 116%; bank assets between 46 and 116%. We also observe that the 
effects of inflation are grouped around the lower parts of the distribution, 
precisely because inflation in high-income countries has been kept controlled 
for a long period of time. 

Table 4. Effects of inflation on the conditional finance distribution 
without controlling for country fixed effects: Developed countries

τ pvt Pseudo R2 liq Pseudo R2 ba Pseudo R2

0.05 –0.7745 0.0982 –1.1603 0.1344 –0.7711 0.1216
 (0.000)* (0.000)* (0.000)*
0.1 –0.7832 0.0892 –0.8350 0.0816 –1.1572 0.1107
 (0.000)* (0.000)* (0.000)*
0.2 –0.9060 0.0846 –0.7340 0.0461 –0.7754 0.0906
 (0.000)* (0.000)* (0.000)*
0.3 –0.7835 0.0858 –0.5670 0.0423 –0.7638 0.0785
 (0.000)* (0.000)* (0.000)*
0.4 –0.8836 0.1040 –0.1769 0.0335 –0.4640 0.0758
 (0.000)* (0.125) (0.008)*
0.5 –0.6634 0.1086 –0.2650 0.0358 –0.1458 0.0735
 (0.000)* (0.078)*** (0.428)
0.6 –0.0395 0.1153 0.0061 0.0445 0.1021 0.0854
 (0.807) (0.972) (0.599)
0.7 –0.0549 0.1290 0.0329 0.0626 0.1107 0.0984
 (0.732) (0.878) (0.584)
0.8 –0.0536 0.1275 0.0047 0.0557 0.0487 0.1129
 (0.837) (0.993) (0.855)
0.9 –0.0957 0.1527 –0.0057 0.0770 0.0160 0.1361
 (0.800) (0.994) (0.966)
0.95 –0.2681 0.1654 –0.0200 0.2440 –0.1237 0.1442
 (0.488) (0.957) (0.829)
Note: p-values are in parentheses. Due to lack of data, Germany was excluded from ba. * and *** 
indicate statistical significance at 1 and 10%, respectively. Bootstrapped standard errors. 
Source: Authors’ calculation.
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The story for developing countries is rather different, as presented in Table 5. 
Coefficient estimates are more heterogeneous with respect to the preceding 
results. In relation to private credit, inflation effects concentrate around the 
middle part of the conditional distribution, and for liquid liabilities, in the first 
half of the distribution. For the case of bank assets, they were significant in 
the 40th and 50th quantiles. An increase of 1% in inflation would provoke a 
drop between 0.6 and 0.7% in private credit. The same small coefficients are 
obtained for liquid liabilities with values ranging from –0.6 to –1.8%. Thus, 
these results indicate evidence on the relationship between the level of in-
flation and finance in developing countries. Considering that inflation rates 
have been higher in those countries, the negative effects oscillate around the 
middle part of the distribution.

Table 5. Effects of inflation on the conditional finance distribution without
controlling for country fixed effects: Developing countries

τ pvt Pseudo R2 liq Pseudo R2 ba Pseudo R2

0.05 –0.0044 0.1020 –0.0123 0.1055 –0.0009 0.1189
 (0.002)*  (0.000)*  (0.652)  
0.1 –0.0018 0.1105 –0.0156 0.0787 –0.0031 0.1341
 (0.304)  (0.000)*  (0.113)  
0.2 –0.0031 0.1075 –0.0085 0.0765 –0.0036 0.1298
 (0.093)***  (0.000)*  (0.110)  
0.3 –0.0044 0.1041 –0.0050 0.0730 –0.0047 0.1204
 (0.046)**  (0.063)***  (0.112)  
0.4 –0.0051 0.1031 –0.0060 0.0861 –0.0061 0.1168
 (0.030)**  (0.029)**  (0.047)**  
0.5 –0.0059 0.1092 –0.0068 0.0962 –0.0073 0.1234
 (0.035)**  (0.045)**  (0.025)**  
0.6 –0.0043 0.1100 –0.0086 0.0882 –0.0059 0.1285
 (0.258)  (0.053)***  (0.133)  
0.7 –0.0058 0.1417 –0.0103 0.0851 –0.0071 0.1429
 (0.231)  (0.073)***  (0.174)  
0.8 –0.0077 0.2158 –0.0100 0.1183 –0.0092 0.2014
 (0.157)  (0.176)  (0.111)  
0.9 –0.0103 0.2871 –0.0147 0.1942 –0.0129 0.2689
 (0.099)***  (0.143)  (0.129)  
0.95 –0.0116 0.3116 –0.0176 0.2721 –0.0145 0.3277
 (0.307)  (0.037)**  (0.126)  
Note: p-values are in parentheses. Due to lack of data, Chile was excluded from liq and ba, and 
Venezuela from ba. *, ** and *** indicate statistical significance at 1, 5, and 10%, respectively. 
Bootstrapped standard errors.
Source: Authors’ calculation.
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In a few words, our qr estimations confirm some theoretical predictions. The 
estimations suggest a negative, nonlinear relationship between finance and 
inflation, which is stronger in the lower and middle parts of the conditional 
finance distribution. However, we have to remove country fixed effects to 
show precisely where the significant effects lie on the conditional distribution. 
We should expect that at higher inflation rates the adverse impact on finance 
should be stronger.

4.3. Fixed-effects quantile regressions
In this subsection we discuss the results of the estimation by controlling for 
country fixed effects. Overall, we found fewer significant quantiles than be-
fore, they are less heterogeneous, and the few significant ones were pushed 
up along the conditional finance distribution, i.e., they moved up to the upper 
tail of the distribution. Andini and Andini (2014, p. 8) offer a plausible expla-
nation for this comportment: Certain effects originating in other quantiles of 
the conditional finance distribution produce the dominant effect of inflation 
over finance in the lower tail of the distribution. Another central outcome 
is that, based on our preferred qr method, we did not ascertain strong ev-
idence on the inflation-finance relationship in developed economies, as we 
will discuss below.

Table 6 exhibits results considering the full sample of countries. Inflation 
rates impact private sector credit on the upper tail of the distribution at least 
at the 5% level of statistical significance. For liquid liabilities the effects are 
meaningful from the 30th quantile onwards and for bank assets since the 
60th quantile. Therefore, after eliminating country fixed effects the results 
look more precise in the sense that at the higher quantiles of the conditional 
finance distribution inflation exerts stronger negative effects. 

In regard to the subsamples of countries, there are sharp differences in com-
parison to the qr estimates —or even the fe estimates, as revealed by Tables 7 
and 8—. For developed economies, inflation appears to affect only pvt in the 
95th quantile at the 10% significance level (statistically weakly) and liq in 
the 20th quantile at the 10% significance level. In fact, these results are more 
consistent with the low levels of inflation rates experienced by developed 
countries in the past 30 years. That is one reason why one would expect that 
inflation rates had a minor effect on advanced financial intermediaries. By 
comparison and consistent with the results shown in Table 2, the impact of 
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inflation in less-developed economies varies widely because we observe more 
statistically significant quantiles in the regressions. For private credit, infla-
tion rates are highly significant after the 80th quantile; for liquid liabilities, 
most quantiles have at least 5% significance level after the 20th quantile; and 
for bank assets, the acceptable quantiles are only the 30th, 50th and 70th. 
Overall, we can argue that the higher the inflation rates, the lower the level 
of financial sector performance and those effects are more meaningful in 
developing economies. It should be noted as well that the estimations for the 
full sample of countries are mainly driven by the impact of inflation in devel-
oping countries, given that the influence in developed countries is rather null.

Table 6. Effects of inflation on the conditional finance distribution,
controlling for country fixed effects: All countries

τ pvt Pseudo R2 liq Pseudo R2 ba Pseudo R2

0.05 0.0014 0.5766 –0.0002 0.4515 0.0019 0.5615
 (0.627) (0.932) (0.548)
0.1 0.0002 0.6133 –0.0009 0.5281 0.0006 0.6064
 (0.928) (0.565) (0.778)
0.2 –0.0008 0.6631 –0.0016 0.5759 –0.0007 0.6530
 (0.663) (0.165) (0.758)
0.3 –0.0016 0.6772 –0.0024 0.5932 0.0001 0.6717
 (0.523) (0.004)* (0.937)
0.4 –0.0006 0.6708 –0.0026 0.5952 –0.0008 0.6706
 (0.776) (0.000)* (0.585)
0.5 –0.0012 0.6634 –0.0035 0.5895 –0.0011 0.6645
 (0.562) (0.000)* (0.372)
0.6 –0.0017 0.6566 –0.0035 0.5848 –0.0017 0.6579
 (0.377) (0.000)* (0.040)**
0.7 –0.0016 0.6497 –0.0045 0.5772 –0.0028 0.6488
 (0.215) (0.000)* (0.000)*
0.8 –0.0025 0.6365 –0.0045 0.5665 –0.0033 0.6378
 (0.024)** (0.000)* (0.004)*
0.9 –0.0051 0.6056 –0.0058 0.5505 –0.0055 0.6075
 (0.000)* (0.000)* (0.001)*
0.95 –0.0076 0.5665 –0.0068 0.5107 –0.0075 0.5702
 (0.000)* (0.033)  (0.000)*
Note: p-values are in parentheses. Due to lack of data, Chile was excluded from liq and ba, and 
Germany and Venezuela from ba. * and ** indicate statistical significance at 1 and 5%, respectively. 
Bootstrapped standard errors. 
Source: Authors’ calculation.
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Table 7. Effects of inflation on the conditional finance distribution,
controlling for country fixed effects: Developed countries

τ pvt Pseudo R2 liq Pseudo R2 ba Pseudo R2

0.05 –0.1409 0.3975 –0.0891 0.3579 0.1495 0.4668
 (0.793) (0.827) (0.606)
0.1 –0.3076 0.3768 –0.0813 0.3900 –0.0412 0.4556
 (0.333) (0.502) (0.884)
0.2 –0.1874 0.3904 –0.0726 0.4198 –0.0803 0.4466
 (0.534) (0.059)*** (0.712)
0.3 –0.0239 0.4029 –0.0304 0.4439 0.1036 0.4595
 (0.898) (0.553) (0.640)
0.4 –0.0398 0.4224 –0.0575 0.4582 0.0957 0.4757
 (0.855) (0.423) (0.609)
0.5 –0.0402 0.4320 –0.0241 0.4635 0.0756 0.4876
 (0.846) (0.709) (0.660)
0.6 –0.0514 0.4318 –0.0307 0.4621 0.0750 0.4903
 (0.814) (0.698) (0.642)
0.7 –0.1133 0.4184 –0.0513 0.4608 0.0627 0.4881
 (0.603) (0.653) (0.676)
0.8 –0.1280 0.4194 –0.0723 0.4420 0.0175 0.4818
 (0.624) (0.754) (0.904)
0.9 –0.1733 0.3791 –0.0422 0.3917 –0.0148 0.4172
 (0.498) (0.894) (0.961)
0.95 –0.5556 0.3596 –0.1280 0.3556 –0.3693 0.3798
 (0.056)*** (0.643) (0.361)
Note: p-values are in parentheses. Due to lack of data, Germany was excluded from ba. *** indicate 
statistical significance at 10%. Bootstrapped standard errors. 
Source: Authors’ calculation.
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Table 8. Effects of inflation on the conditional finance distribution,
controlling for country fixed effects: Developing countries

τ pvt Pseudo R2 liq Pseudo R2 ba Pseudo R2

0.05 –0.0019 0.4113 –0.0019 0.2981 –0.0017 0.3751
 (0.408) (0.640) (0.691)
0.1 –0.0024 0.4525 –0.0022 0.2902 –0.0023 0.4049
 (0.233) (0.210) (0.379)
0.2 –0.0031 0.4928 –0.0031 0.2915 –0.0030 0.4602
 (0.202) (0.021)** (0.151)
0.3 –0.0035 0.5148 –0.0036 0.3044 –0.0036 0.4767
 (0.113) (0.002)* (0.041)**
0.4 –0.0014 0.5254 –0.0041 0.3151 –0.0017 0.4850
 (0.510) (0.000)* (0.224)
0.5 –0.0017 0.5102 –0.0047 0.3151 –0.0037 0.4711
 (0.483) (0.000)* (0.007)*
0.6 –0.0024 0.4904 –0.0048 0.3168 –0.0047 0.4575
 (0.289) (0.000)* (0.054)***
0.7 –0.0025 0.4695 –0.0057 0.3138 –0.0042 0.4388
 (0.170) (0.001)* (0.009)*
0.8 –0.0034 0.4447 –0.0049 0.3144 –0.0038 0.4178
 (0.002)* (0.011)** (0.068)***
0.9 –0.0050 0.4191 –0.0062 0.3020 –0.0051 0.4104
 (0.000)* (0.002)* (0.076)***
0.95 –0.0065 0.4143 –0.0074 0.2771 –0.0062 0.4062
 (0.000)* (0.027)** (0.130)
Note: p-values are in parentheses. Due to lack of data, Chile was excluded from liq and ba, and 
Venezuela from ba. *, ** and *** indicate statistical significance at 1, 5 and 10%, respectively. Boot-
strapped standard errors. 
Source: Authors’ calculation.
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4.4. Inter-quantile tests
Table 8 reports the results of the inter-quantile tests as proposed by Koenker 
and Bassett (1978). We test the null hypothesis that β0.5 ≠ β0.10 ≠ β0.20 … ≠ β0.95, 
which corresponds to the estimated quantiles in the standard and fixed effects 
quantile regressions. When we reject the null hypotheses at a minimum of 5% 
significance level, then the coefficients of the estimated quantiles are valid. From 
Table 9 we can infer that for private credit all the quantiles are different from 
each other in the qr and feqr regressions. For liquid liabilities, the standard 
quantile regressions are invalid in the case of the full sample and developed 
countries. And with respect to bank assets, the results are mixed. Under the 
feqr technique, the estimations for developed countries are invalid.

Table 9. Test of slope equality (Q05-Q95)

τ pvt liq ba

qr method
All countries 6.030* 1.630*** 1.060
 (0.000) (0.094) (0.387)
Developed countries 2.670* 1.580 4.590*
 (0.004) (0.111) (0.000)
Developing countries 4.100* 3.330* 2.360*
 (0.000) (0.000) (0.010)
feqr method
All countries 5.870* 3.510* 3.640*
 (0.000) (0.000) (0.000)
Developed countries 2.080** 2.340** 0.300
 (0.024) (0.011) (0.981)
Developing countries 2.04** 2.42* 2.61*
 (0.028) (0.008) (0.004)
Note: F test. p-values are in parentheses. *, ** and *** indicate statistical significance 
at 1, 5 and 10%, respectively. 
Source: Authors’ calculation.

4.5. Additional results including legal institutions
So far we have explored the influence of macroeconomic variables on the 
performance of the financial sector. However, it is worth analyzing the inclusion 
of institutional development in our empirical model. In fact, many studies 
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prove that legal protection of rights and the enforcement of contracts enhance 
financial development in the long run (see, for instance, La Porta et al., 1998; 
Billmeier and Mass, 2009). Miletkov and Wintoki (2012, p. 651) explain that 
risks and uncertainty are lowered when countries have strong legal institutions, 
and that their societies begin to receive the benefits of property right pro- 
tection when its maintenance costs have been surpassed. 

As in Miletkov and Wintoki (2012) and the references therein, we use the 
popular Legal Structure and Security of Property Rights Index from the Eco-
nomic Freedom of the World. This index ranges from 0 to 10, where 0 is the 
lowest value and 10 is the highest. The index is an average of the following 
components: Judicial independence, Impartial courts, Protection of property 
rights, Military interference in rule of law and politics, Integrity of the legal 
system, Legal enforcement of contracts, Regulatory costs of the sale of real 
property, Reliability of police and Business costs of crime. Given that the 
index does not cover all countries, our sample was reduced to 46 developing 
countries. Since the available years for the latest index are 1980, 1985, 1990, 
1995 and 2000-2014, we used averages for the missing years assuming that 
institutions do not change significantly in the short run. In order to save 
space we only report the results for our main indicator of financial devel-
opment (i.e., bank credit to the private sector) and the fixed-effects quantile 
regressions15. 

Table 10 presents the estimation results adding the index of legal institu-
tions. In general, we obtain the same results as in the previous subsection: 
There is a persistent negative effect of inflation on financial sector develop-
ment even after controlling for legal institutions. For the whole sample of 
countries and developing countries, the effects are statistically significant in 
the upper quantiles. In the case of developed countries, we can see that the 
effects of price increases are statistically insignificant in all quantiles. The lack 
of evidence for developed countries is confirmed as well by the test of slope 
inequality, as shown at the bottom of Table 10.

15 All the results are available from the authors upon request.
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Table 10. Effects of inflation on the conditional finance distribution,
controlling for country fixed effects and legal institutions

 All countries Developed countries Developing countries

τ pvt Pseudo R2 pvt Pseudo R2 pvt Pseudo R2

0.05 –0.0027 0.7517 –0.0606 0.5303 –0.0027 0.6022
 (0.576) (0.817) (0.551)
0.1 –0.0045 0.7737 –0.2685 0.5581 –0.0027 0.6404
 (0.225) (0.422) (0.612)
0.2 –0.0054 0.7820 –0.2354 0.5338 –0.0038 0.6580
 (0.334) (0.444) (0.433)
0.3 –0.0056 0.7795 –0.0003 0.5288 –0.0043 0.6642
 (0.175) (0.999) (0.352)
0.4 0.0001 0.7739 0.0022 0.5288 –0.0018 0.6577
 (0.970) (0.991) (0.459)
0.5 –0.0006 0.7687 0.0018 0.5286 –0.0022 0.6361
 (0.881) (0.994) (0.311)
0.6 –0.0015 0.7593 –0.0460 0.5256 –0.0026 0.6088
 (0.659) (0.854) (0.141)
0.7 –0.0021 0.7476 –0.0631 0.5084 –0.0034* 0.5767
 (0.415) (0.812) (0.007)
0.8 –0.0029 0.7273 –0.1473 0.4798 –0.0040* 0.5419
 (0.119) (0.655) (0.003)
0.9 –0.0050* 0.6877 –0.1792 0.4229 –0.0054* 0.5095
 (0.001) (0.685) (0.000)
0.95 –0.0070* 0.6443 –0.5746 0.4012 –0.0072* 0.5054
 (0.002) (0.269) (0.000)
Test of slope 
inequality 24.3100* 1.1900 2.7900*

 (0.027) (0.296) (0.002)
Note: p-values are in parentheses. Due to lack of data on legal institutions, the following developing 
countries were excluded from the sample: Belize, Fiji, Gambia, Lesotho, Nepal, Rwanda, Sudan and 
Swaziland. * indicates statistical significance at 1%. Bootstrapped standard errors are reported. 
Source: Authors’ calculation.

4.5. Discussion
In a stable macroeconomic environment accompanied by adequate super-
vision and regulation, financial intermediaries can be powerful enough to 
enhance economic output in the long run and, as a corollary, improve the 
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standard of living of people. With the estimations shown in this section, 
we have found evidence of an inverse and nonlinear relationship between 
finance and inflation in 84 developed and developing countries. In all of the 
statistically significant qr and feqr estimations, the inflation was persistently 
negative. Based on our preferred feqr estimations and with some caution 
about the causality issue, we observe that inflation rates reduce the level of 
financial development in the upper quantiles of the distribution, principally 
in developing countries where the effect is stronger. We did not obtain robust 
empirical evidence for developed economies.

With respect to lack of evidence in developed economies, one explanation 
is that in those countries inflation rates have been kept controlled for a long 
period of time and they have also enjoyed of a relatively stable macroeconomic 
atmosphere. On the other hand, these results agree with the literature that has 
revealed weak evidence on the finance-growth and finance-inflation link in 
high-income countries. De Gregorio and Guidotti (1995) add bank credit to 
the private sector in a sample of 98 countries for the 1960-1985 period. Even if 
they discover a positive effect of the proxy of financial development on growth, 
it is stronger for developing countries only. Huang and Li (2009) study the 
finance-growth association in a sample of 71 high- and low-income countries 
with cross-section IV threshold regressions. Although they determine that the 
association is nonlinear, the impact is more prominent for low-income coun-
tries. With respect to inflation, Beck, Lundberg, and Majnoni (2006) inspect 
a panel of 63 countries during the period 1960-1997 with which they found 
solid evidence of a positive interaction between finance and inflation volatility 
in low- and middle-income countries. On the contrary, their econometric 
analysis did not provide any robust effect in countries with well-developed 
financial markets. The logic behind such results is that in developed countries 
most intermediary development happens outside the banking system, which 
diminishes the efficacy of monetary policy and thereby the effects of shocks 
of consumer prices.

5. CONCLUSIONS

The finance-inflation nexus has been studied intensively in the last two de-
cades with different econometric approaches of time series and cross-section 
and panel data. Even though the literature has determined that there exists a 
negative, nonlinear association between inflation and financial intermediary  
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development, previous studies did not examine it in more detail. In this 
paper we investigated the link using standard and fixed-effects quantile re-
gressions. We applied different econometric techniques (i.e., ols, pols, fe, 
qr and feqr) to a panel data of 84 countries for the 1980-2010 period.

Two important features emerge from this investigation that confirm empir-
ically the inverse, nonlinear association mentioned before. First, the estimated 
coefficients show a high degree of heterogeneity at different quantiles of the 
conditional finance distribution. And second, the influence of inflation on 
financial intermediaries is more heterogeneous in developing countries than 
in developed countries. According to our preferred feqr estimator, for the 
former group of countries the effects of inflation are smaller than in developed 
economies. However, the impact of price increases in developed countries was 
mostly statistically insignificant. And second, the finance-inflation nexus is 
stronger in the upper tail of the distribution in developing countries, meaning 
that inflation rates affect more the higher levels of financial development. 

There are some policy implications arising from our research. The first 
implication is that governments and central banks should continue fight-
ing against inflation with an adequate monetary policy in order to maintain 
macroeconomic stability. Another implication is that authorities should pay 
attention to non-linear effects of inflation on financial sector development 
and thus on economic growth. In fact, not taking into account non-lineari-
ties and thresholds “(…) can give a misleading impression that inflation must 
become quite high before its cumulative effects become important” (Ndou 
and Gumata, 2017, p. 291). As a consequence, if inflation is low and stable 
investors and financial market participants can take better long-term invest-
ment decisions. As inferred by the empirical evidence on finance and growth, 
better investments in terms of efficiency increase productivity and long-run 
economic growth.

Future research will help us understand better the finance-inflation nexus 
in both developed and developing countries. With the econometric technique 
of fixed-effects quantile regressions we found a weak relationship in devel-
oped economies, an area that deserves more attention. A possible research 
extension would be to use different time periods or period averages in order 
to find a stronger relationship. Moreover, it could be possible to divide the 
sample into three income groups (high, middle and low) to try to understand 
better how inflation behaves within each of them. In any case, the authorities 
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should continue focusing on keeping low inflation because when it is high 
and uncertain, it erodes all economic activities and in the end the living 
standard of all people.
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